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Chapter 1. Introduction  

1.1 Congratulations  

Congratulations on your purchase of the ViewPoint EyeTracker®. It has been designed to be the 
easiest to use, most reliable and best value eye tracker on the market. Because the solution is 
primarily software, it has several advantages:  

 No expensive and cumbersome hardware to configure and maintain.  

 Easy integration with other application programs.  

 Standard user interface panels.  

 Upgrades are trivial to install and relatively inexpensive.  

 Performance will increase when the computer is upgraded.  

It provides:  

 A comprehensive solution for eye tracking research.  

 An embeddable eye tracking solution for 3rd party products and end user custom 
applications. 

The ViewPoint EyeTracker® was originally developed in 1995 for the Apple Macintosh platform. 
It has now been ported to the Microsoft Windows platform. It was our intention to keep both 
versions essentially identical. However, disproportionate customer demand for the PC version and 
product development cycles mean that new features will sometimes appear on one platform before 
appearing on the other. Please visit our web site regularly for further hardware and software 
developments and platform specific variations.  

1.2 Custom Software & Hardware Development  

Special software and hardware development for particular laboratories or organizations may 
be performed under individual consulting agreements. ViewPoint EyeTracker ® is easily customized as 
an embedded eye tracking solution for OEMs. We also help OEMs to interface the ViewPoint 
EyeTracker ® with their equipment by providing custom camera and optical solutions.  
Please email inquiries to: ViewPoint_Info@ArringtonResearch.com 

1.3 User Feedback  

Suggestions for improvements to this manual or to the ViewPoint EyeTracker ® software are 
always welcome and appreciated. Please email comments to: 
ViewPoint_Info@ArringtonResearch.com 

1.4 License Information and Conditions of Use  

¦ǎŜ ƻŦ ǘƘŜ ǎƻŦǘǿŀǊŜ ŎƻƴǎǘƛǘǳǘŜǎ ŎƻƴǎŜƴǘ ǘƻ ǘƘŜ ǘŜǊƳǎ ƻŦ ǘƘŜ ά!wL {ƻŦǘǿŀǊŜ [ƛŎŜƴǎŜέ ƻƴ ǇŀƎŜ 
217. The contents of this user guide and any other documentation provided with the ViewPoint 



 
Arington Research 

Page 2  

EyeTracker ® is for the use of registered ViewPoint EyeTracker ® users only. No part of this or other 
ViewPoint EyeTracker ® documentation or Software Developer Kit (SDK) information may be 
distributed or shared with others, without prior written permission from Arrington Research, Inc. 

1.5 High-Risk Activities Warning  

Every effort has been made to provide a bug-free product. Nevertheless, this software is not 
intended for use in the operation of nuclear facilities, aircraft navigation or communications systems, 
or air traffic control, or medical treatment and diagnosis, or for any other use where the failure of the 
software could lead to death, personal injury, damage to property or environmental damage.  

1.6 Special Thanks  

The initial stages of the ViewPoint EyeTracker ® project were greatly facilitated by the 
generosity of Professor Richard Held, M.I.T., Dr. Yasuo Nagasaka, Rikkyo University; many thanks and 
deep gratitude is given to them.  

1.7 How to Use this User Guide  

New users should study Chapters 2, 3 and 4 to get started:  

Chapter 2: Overview of ViewPoint Describes the theory and provides an overview of the 
design of the ViewPoint EyeTracker ® 

Chapter 4 Installation and Setup of the video capture hardware and driver installation process 
and ViewPoint EyeTracker ® software installation.  

Chapter 5 ς Quick Start Section A brief tutorial designed to help new users start recording eye 
movements very quickly and easily. 

Chapter 17 is the most comprehensive reference section for all aspects of the eye tracker and 
should be referred to often. It contains every feature and control available, including those not 
described elsewhere.  

The remaining chapters each deal with a different task or set of tasks that the user will want to 
perform and provide some helpful background to eye tracking.  
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Use menu item: Help > Documentation ... to quickly access the Documentation folder. 

Type fonts are used with the following meanings:  

Table 1. Meaning of Type Fonts  

Type Font  Example Meaning  

Eye tracking has many applications.  Normal text  

stimulusWindowDimensions  Program variable, CLI or SDK code 

Load PICT image  GUI controls: Menu Items, Buttons, Sliders.  

Video window  Program Window  

Figure 2 Link to section, figure or table 

1.8 Info Window  

The Info window can be displayed using menu item Help > Info. This provides system 
information, a list of keyboard shortcut keys, display devices that ViewPoint has detected, calibration 
mapping precision information, etc.  

1.9 Support  

For support questions send email to: ViewPoint_ Support@ArringtonResearch.com  

1.10 Citing ViewPoint  

Please use the following format when citing the ViewPoint EyeTracker ®. 

 

ViewPoint EyeTracker ® by Arrington Research, Inc. 

 

Note that ViewPoint is one word with only the letters V and P capitalized, and that EyeTracker 
is also one word, with only the letters E and T capitalized. It is a registered trademark and should be 
followed by a capital R within a circle, ®, or if not available, a capital R within parenthesies, (R).  

Please also include the web site address (www.ArringtonResearch.com), where 
ArringtonResearch is one word. Correct capitalization is not required for the web link to work 
properly, however using only a capital A and a capital R is the preferred form and it makes the link 
more readable.  

We love to hear about your research, published or not, please let us know what you are 
working on! 

mailto:Support@ArringtonResearch.com
http://www.arringtonresearch.com/
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Chapter 2. Overview of ViewPoint   

2.1 General Description  

The ViewPoint EyeTracker ® provides a complete eye movement evaluation environment 
including integrated stimulus presentation, simultaneous eye movement and pupil diameter 
ƳƻƴƛǘƻǊƛƴƎΣ ŀƴŘ ŀ {ƻŦǘǿŀǊŜ 5ŜǾŜƭƻǇŜǊΩǎ Yƛǘ ό{5Yύ ŦƻǊ ŎƻƳƳǳƴƛŎŀǘƛƴƎ ǿƛǘƘ ƻǘƘŜǊ ŀǇǇƭƛŎŀǘƛƻƴǎΦ Lǘ 

incorporates several methods from which the user can select to optimize the system for a particular 
application. It provides several methods of mapping position signals extracted from the segmented 
video image in EyeSpaceÊ ŎƻƻǊŘƛƴŀǘŜǎ ǘƻ ǘƘŜ ǇŀǊǘƛŎƛǇŀƴǘΩǎ Ǉƻƛƴǘ ƻŦ ǊŜƎŀǊŘ ƛƴ GazeSpaceÊ 

coordinates.  

We have included a diagram below showing the anatomy of the eye to help with understanding 
some of the terms used in this user guide. See Figure 1 

 
This diagram has been included with thanks to the National Eye Institute, National Institutes of 

Health (NEI). The NEI website includes a valuable resource of photographs and images. 
 

Figure 1. Diagram of the Eye  
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Figure 2 Shows how the ViewPoint EyeTracker ® works in a typical head fixed configuration.  

The numbers in this section refer to the item or block numbers in the figure.  

The infrared light source (item 1.) serves to both illuminate the eye (item 2.) and also to 
provide a specular reflection from the surface of the eye, i.e., from the smooth cornea. In dark pupil 
mode, the pupil acts as an infrared sink that appears as a black hole; see Figure 3. In bright pupil 
ƳƻŘŜΣ ǘƘŜ άǊŜŘ ŜȅŜέ ŜŦŦŜŎǘ ŎŀǳǎŜǎ ǘƘŜ ǇǳǇƛƭ ǘƻ ŀǇǇŜŀǊ ōǊƛƎƘǘŜǊ ǘƘŀƴ ǘƘŜ ƛǊƛǎΦ όbƻǘŜ ǘƘŀǘ ŀ ŘƛŦŦŜǊŜƴǘ 
camera and illuminator configuration is required for bright pupil operation.) 

The video signal from the camera (item 3.) is digitized by the video capture device (item 4.) into 
a form that can be understood by a computer. The computer takes the digitized image and applies 
image segmentation algorithms (item 5.) to locate the areas of pupil and the bright corneal reflection 
(glint). Additional image processing (item 6.) locates the centers of these areas and also calculates the 
difference vector between the center locations. A mapping function (item 7.) transforms the eye 
position signals (item 6) in EyeSpace ŎƻƻǊŘƛƴŀǘŜǎ ǘƻ ǘƘŜ ǎǳōƧŜŎǘΩǎ GazeSpace coordinates. (Item 8.) 
Next, the program tests to determine whether the gaze point is inside of any of the region of interest 
(ROI) that the user has defined.  

The calibration system (item 12.) can be used to present calibration stimuli via (item 10.) to the 
user and to measure the eye position signals (item 6.) for each of the stimulus points. These data are 
then used by (item 12.) to compute an optimal mapping function for mapping to position of gaze in 
GazeSpace (item 7.).  
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Figure 2. Schematic of the ViewPoint EyeTracker® System (head fixed) 
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2.2 Infrared Light  

The value of using infrared light is illustrated in Figure 3. The left side of the figure shows an 
image in normal light; in this subject the pupil of the eye is almost impossible to discriminate from 
the dark iris. The right side of the figure shows an image of the same eye, but viewed with an infrared 
sensitive camera under infrared lighting conditions; the pupil is easily discriminated. Note that in 
each case the subject is wearing a contact lens.  

Figure 3. Infrared light allows for pupil discrimination  

  
There should always be the utmost concern for the safety of the subject. The issue of safe 

limits of infrared (IR) irradiance is frequently discussed.  

10 mW / cm sq is probably the safe maximum figure for corneal exposure over a prolonged 
period (Clarkson, T.G. 1989, Safety aspects in the use of infrared detection systems, I. J. Electronics, 
66, 6, 929-934).  

The infrared corneal dose rate experienced out of doors in daylight is of the order of 10-3 W / 
cm-2. Safe chronic ocular exposure values particularly to the IR-A, probably are of the order of 10-2 W/ 
cm-2έ ό5ΦIΦ {ƭƛƴŜȅ ϧ .Φ/Φ CǊŜŀǎƛŜǊΣ !ǇǇƭƛŜŘ hǇǘƛŎǎΣ мнΥмΣ мфтоύΦ  

ISO/DIS 10342 (page 7) gives maximum recommended fundus irradiance for use in Ophthalmic 
Instruments of 120 mW / sq cm but this is for short-term exposure.  

All IR-illuminator and camera systems provided by Arrington Research, Inc. are designed to be 
well within safe limits of exposure.  

2.3 Mapping to Gaze Point  

It is often necessary to determine where a person is looking, that is, to determine the gaze 

point, also called the point of regard. This task is performed by using a mathematical function to map 

the eye position signal in the EyeSpace coordinates of the video image to the gaze point in the 
GazeSpace coordinates of the visual stimulus. There are many algorithms that can be used to 
perform such a mapping and many of them are company proprietary. By far, the best algorithms are 
non-linear. This is because the eye movements are rotational, i.e., the translation of the eye position 
ǎƛƎƴŀƭ ǘƘŀǘ ƛǎ ŀǇǇŀǊŜƴǘ ǘƻ ǘƘŜ ŎŀƳŜǊŀ ƛǎ ŀ ǘǊƛƎƻƴƻƳŜǘǊƛŎ ŦǳƴŎǘƛƻƴ ƻŦ ǘƘŜ ǎǳōƧŜŎǘΩǎ ƎŀȊŜ ŀƴƎƭŜΦ 
Moreover, the camera angle may provide an oblique line of sight. ViewPoint EyeTracker ® employs 
one of the most powerful and robust methods available.  
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2.4 Interfaces  

There are many ways to interface to the ViewPoint EyeTracker ® for data synchronization, 
communication and control: 

 Graphical User Interface (GUI) 

 Command Line Interface (CLI) 

 Software Developers Kit (SDK) 

 ViewPointClient TM  

 Third Party Interfaces 

2.4.1 Graphical User Interface (GUI) 

The most common controls are exposed as buttons, sliders, menu items etc. Please be aware that 
these are only a subset of the complete set of features available. 

2.4.2 Command Line Interface (CLI) 

The ViewPoint EyeTracker ® provides a Command Line Interface (CLI) that allows users to control 
almost very aspect of the program. This consists of a set of Instructions and the Command Line Parser 
(CLP) that interprets the instructions. Each Instruction begins with a KeyTerm and may be followed by 
one or more Arguments. Command lines may contain successive instructions separated by 
semicolons and grouped by braces. 

 
The following is a list of CLI operators and their definition. Operators follow a strict precedence 

which defines the evaluation order of expressions containing these operators.  
 

Table 2. CLI Operators 

Operator Description Usage 

EOL End of line (OS specific) Command terminator 

"  double-quote character. Open and close a string argument. 

//  Double forward-slash Comment identifier. 

{ }  Open and Close braces Begin and End (deferred) execution block 

;  semicolon Command separator 

' ' '\ t' ',' Space, Tab, Comma Argument delimiters 

:  colon target specifier, left-to-righ associativity,  
(no white spaces before the colon) 
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2.4.3 Example of a command line: 

EyeA:autothreshold ; fkey_cmd 5 { settingsFile_Load ñkey 5 .txtò ; Both:snap&Inc } 
 
The above line first starts the autothreshold process running for EyeA, then assigns the 

expression within braces to key F5. The expression consists of two instructions that are only 
evaluated when the F5 key is pressed, that is, their evaluation is deffered. 

 

¶ Strings are defined by enclosing a set of characters within quotes (ñxò). A string must 
start with a quote character and end with a quote character. An error will be generated if 
the CLI finds an unmatched quote. Quoted strings have highest precedence, meaning 
that all text, including operators, inside the quoted string will be shielded from 
evaluation. 

¶ Comments are text that is not evaluated; they are identified by a comment identifier, 
typically two forward slashes (// ). A comment identifier tells the CLP that everything 
following on that line is to be ignored. Comment identifiers can appear anywhere on the 
line. Note that quotes have precedence, so double slashes inside a quoted string will not 
be interpreted as as a comment identifiers. 

¶ Braces provide grouping of a sequence of commands, as shown in the above example 
where the group of instructions is assigned to an fkey. This is typically done when 
execution of the group deferred. Braces can be nested. An error will be generated if the 
CLP finds unmatched braces. 

¶ The colon is used as part of a target specifier. For example, when an instruction could be 
applied to one or both of eyes, it is used to specify which eye, for example: 
EyeA:autothreshold . White spaces are not allowed before the colon. 

¶ Delimiters separate command arguments. They include white spaces (space-bar and tab 
characters) and commas. 

¶ Semicolons can be used to separate multiple commands on a single line. 

2.4.4 Important CLI Changes from Previous Versions 

There are several important and significant changes from previous versions that may require 
settingsFiles to be modified. 

1. Strings must be delimited by both a beginning and an ending quote. Previously, some 
commands allowed only a beginning quote. 

2. Only real text strings such as file names should be put in quotes. Previously, deferred command 
strings were put in quotes. 

3. Deferred commands and command sequences should be put inside matching braces.  
4. Braces may be nested. 
5. Commands separated by semicolons are always evaluated in left-to-right order.  
6. Prefix eye target notation (e.g.: EyeB:autothreshold) is the only specification recognized. 

Previously, some commands allowed eye target specifictaion as an optional first argument. 
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2.4.5 Arguments 

Some commands take arguments. Valid arguments include: 

¶ Boolean : can be one of the following : yes, no, true, false, on, off, 1, 0, toggle . 

¶ Integer : must be numeric digits, can include{ + - }; e.g.: - 254 . Note that the negative sign 
can also be used to specify the direction of change on TTL lines, so -0 indicates a voltage 
fall on channel 0 and +0 indicates a voltage rise on channel 0. 

¶ Float : must be numeric digits, can include { + - . }; e.g.: 0.75  

¶ String : a set of printable ASCII characters inside quotes; e.g.: "This//,that},the :o ther"  

2.4.6 Asynchronous Operations 

Note that some instructions (e.g. autothreshold, autocalibrate) start asynchronous operations 
and return before the operation has completed. Incorrect assumptions about sequential execution of 
instructions may lead to errors that are difficult to debug. 

2.4.7 Error detection and reporting 

Errors are only detected and reported at the time of evaluation. There is no detection of invalid 
commands at the time of deferred command assignment; e.g.: when an fkey_cmd is assigned. 

File name arguments are entered as strings. The validity of file names and folder paths is tested 
only when the file name is used. 

Command arguments should not be in braces unless they are deferred commands. For example,  

fkey_cmd 5 { settingsFile_Load "my file .txt"  }  is valid, but  

penColor { 0 0 255 }  is invalid. 

2.4.8 Parameters and Arguments 

The terms 'parmeter' and 'argument' are typically used interchangably in everyday language. 
Technically, the parmeters is the variables used when defining a command, e.g.: penColor  redVal 

greenVal blueVal , while arguments are the specific values passed when calling the command, e.g.: 
penColor 0 0 120 .  

2.4.9 Known Problems and Issues 

Both:snap&Inc  does not currently work as expected, rather relies on modal settings. 
EyeB:PenColor  does not currently work as expected, rather defaults to EyeA, can also use 

PenColorB  
 
These CLI strings may also be associated with F-keys for the ǳǎŜǊΩǎ convenience and also with TTL 

inputs. Every graphical user interface (GUI) selection and adjustment that the user makes in 
ViewPoint (e.g., menu item selection, radio button selection, slider value) can be saved in a Settings 
file, so that they can be loaded again next time the program is run. The control values are stored as 
single line ASCII commands in the form of a keyword and parameters. When a Settings file is loaded, 
each line in the file is sent to the ViewPoint command line interface (CLI).  

These command strings can also be sent to ViewPoint from other programs while ViewPoint is 
running, which means that ƻǳǘǎƛŘŜΣ άƭŀȅŜǊŜŘέΣ ǇǊƻƎǊŀƳǎ Ŏŀn have complete control of the ViewPoint 
EyeTracker®

. These command strings can be sent via the software developers kit (SDK) function 
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±t·ψ{ŜƴŘ/ƻƳƳŀƴŘόάǎƻƳŜ ŎƻƳƳŀƴŘ ǎǘǊƛƴƎέύΣ ¢Ƙƛǎ Ŏŀƴ ōŜ ŘƻƴŜ ŦǊƻƳ ǇǊƻƎǊŀƳǎ ǊǳƴƴƛƴƎ ƻƴ ǘƘŜ ǎŀƳŜ 
machine or from programs running on remote computers via an Inter-Computer Link. 

There are more CLI s than there are GUI controls in ViewPoint. For example there are commands 
to allow fine control of ViewPoint operations and behavior. There are also commands for all the GUI 
controls, for example, to adjust the amount of data smoothing, to display / hide various pen plots, 
freeze / un-freeze the eye camera video. There are commands to open, pause, resume, and close 
ViewPoint data files. There are commands to insert remote synchronization data into the ViewPoint 
data files. If there is an action that you need to perform but cannot find a GUI control for it, refer to 
the Chapter 17ViewPoint Interface: GUI, SDK, CLI to see if a CLI exisits.  

2.4.10 Software $ÅÖÅÌÏÐÅÒȭÓ +ÉÔ ɉ3$+Ɋ  

ViewPoint ǎƻŦǘǿŀǊŜ ƛƴŎƭǳŘŜǎ ŀ ǇƻǿŜǊŦǳƭ ǎƻŦǘǿŀǊŜ ŘŜǾŜƭƻǇŜǊΩǎ ƪƛǘ ό{5Yύ ǘƘŀǘ ŀƭƭƻǿǎ seamless 
interfacing with ViewPoint in real-time, giving real-time access to all ViewPoint data. It provides for 
ŎŀƭƛōǊŀǘƛƻƴ ǎǘƛƳǳƭƛ ƛƴ ǘƘŜ ǳǎŜǊΩǎ ǎǘƛƳǳƭǳǎ ǿƛƴŘƻǿΣ ƻǊ ǘƘŜ ǳǎŜǊΩǎ ŀǇǇƭƛŎŀǘƛƻƴ ǘƻ ŘǊŀǿ ƛƴǘƻ ViewPointΩǎ 
Stimulus and GazeSpace windows. Allowing complete external control of the ViewPoint EyeTracker ®

, 

The SDK interface is based on shared memory in a dynamic-link library (DLL). The SDK is event / 
message driven so there is no CPU load from polling and provides microsecond latency. 

2.4.11 ViewPoint Client TM 

ViewPointClient ã is a program that runs on a remote computer and communicates with the 
ViewPoint EyeTracker. It interfaces to a copy of the dll and exchanges data just like ViewPoint does, 
but typically takes less than one percent of CPU resources. This means that ǘƘŜ ǎŀƳŜ άƭŀȅŜǊŜŘέ 
applications can be used on a remote computer just as easily as on the same computer. ViewPoint 
includes an Ethernet server; the ViewPointClient establishes an Ethernet link with this server. 

ViewPointClient ã for PC and MAC OSX is included free with the ViewPoint. 

There are three auxiliary programs to help take care of inter-computer communication: 

Table 3. Inter-Computer Communication  

ViewPoint Program Function 

±ƛŜǿtƻƛƴǘ/ƭƛŜƴǘ ϰ Ethernet communication between two windows computers. Chapter 14 

±ƛŜǿtƻƛƴǘ/ƭƛŜƴǘ όa!/ύϰ Ethernet communication between a windows PC running the ViewPoint 
EyeTracker ®

. and a MAC. Chapter 16 

RemoteLink ϰ   Serial communication between a windows PC running the ViewPoint 
EyeTracker® and either a Windows PC or a MAC. May not be supported in 
the future. 
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Figure 4. VƛŜǿtƻƛƴǘ/ƭƛŜƴǘ ϰ 

 
 
 

2.5 Interfaces to Third  Party Products  ɀ Integrity Suite  TM 

LƴǘŜƎǊƛǘȅϰ is a suite of interfaces between the ViewPoint EyeTracker ® and 3rd party applications, 
which is provided by Arrington Research, Inc. to ensure a professional quality, uniform, complete, and 
thorough interface to the favorite products of eye tracker users. These provide access to data, 
complete eye tracker control, and data integration and synchronization, all in real-time. Integrity is 
included free with ViewPoint. 

 
Interfaces include: 

 ViewPoint EyeTracker® toolbox for MATLAB®  

 EBasic interface for E-Prime® 

 LabView 

 Python 

 Presentation ® 

2.6 Others 

Many third party applications provide the means to load our DLL into their program which means 
that a user can call ViewPoint SDK functions from within that application. These include MATLAB®, 

LabView and Python.  

2.7 Sample Interface Applications  

Run the sample layered applications to demonstrate communication with ViewPoint either 
directly via the DLL on the same machine, or indirectly via the DLL and one of the auxiliary programs, 
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running on a second machine. Simply, copy the sample interface applications from folder ExtraApps 
to the folder containing RemoteLink and the dll on the second machine. These may include: 

¶ DataMarker.exe  ς Allows easy manual insertion of data file marker characters 
into an open ViewPoint data file. 

¶ VPX_MFC_Demo.exe  ς All Data File group controls will work from the remote 
machine. Also, Stop ViewPoint button will work, but it is impossible to launch the 
ViewPoint EyeTracker remotely, since RemoteLink must already be connected to 
that application (rather than to the local DLL). 

¶ VPX_Win32_Demo. exe  ς All other controls that send one command at a time 
will work from the remote machine, except for the launch commands, as discussed 
above. We are working on resolving this problem. 

¶ VPX_Basic_Demo.exe - opens, pauses, resumes and closes data files, displays 
streaming x and y position data and also includes a means to send CLI commands. 

2.8 About Writing Layered Applications  

Layered applications communicate seamlessly with the ViewPoint EyeTracker via the 
VPX_InterApp.dll nexus. Separate documentation and examples are provided in the folder 
ViewPoint/SDK. ViewPoint users are encouraged to write and share their own layered applications 
with the user community. We will be more than happy to help
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Chapter 3. QuickStart Guide  

It is essential that you read this guide before attempting to collect any data using your ViewPoint EyeTracker.  Using the incorrect calibration procedure will 
give you unusable data. 

S
ys

te
m
 

 
SceneCamera Systems 

 
Head Fixed Systems  

Head Mounted Display (HMD Systems) 

D
e

sc
ri
p

tio
n The SceneCamera option allows ViewPoint EyeTracker® users to 

track gaze position on a real world scene video.  No head tracker is 
required to obtain eye position as the calibration is with respect to the 
scene camera which moves with the subject. 

 
The subject is free to move around. 
 

The ViewPoint EyeTracker head fixed systems are perfect for 
visual psychophysics, EEG studies etc. that require a stable viewing 
position or restriction of head movement. Calibration is performed 
with respect to a computer screen or projector display.  

 
¢ƘŜ ǎǳōƧŜŎǘΩǎ ƘŜŀŘ Ƴǳǎǘ ǊŜƳŀƛƴ ŦƛȄŜŘ ŘǳǊƛƴƎ ǘƘŜ ŜƴǘƛǊŜ 

duration of calibration and data collection. 

Procedures for the close focus camera setup or desk 
mounted camera system are the same. 

Calibration is performed with respect to the HMD display. 
 
 
The subject is free to move around. 
 

C
a

lib
ra

tio n
 Calibration is performed relative to the pixels of the CCD 

array, NOT the image content. This is analogous to 
calibrating relative to the CRT screen and NOT the image 
displayed on it. 
 

Use the Re-Present feature to individually calibrate to the scene 
image. 

Refer to section 4.4.2 in the User Guide 

 
 

Automatic on-screen calibration.   
 

Refer to section 4.4.1 in the User Guide 

 
 

Automatic on-screen calibration.   
 

Refer to section 4.4.1 in the User Guide 

O
u

tp
u

t AVI 2.0 movie output from the scene camera showing position of 
gaze painted on it.  Corresponding ASCII data file. 

ASCII format files showing position of gaze relative to the 
screen calibrated over.   

ASCII format files showing position of gaze relative to the HMD 
screen. 

It is extremely important that you read this user guide and understand it. Initially Chapters 4, 5, 6, 9 10 and 11 will get you started.  Do not wait for your 
subjects to be ready. Calibrate and collect data on yourself first.  Always collect and analyze pilot data before running your experiments so that you 
understand exactly what you are getting. 
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Chapter 4. Installation and Setup PC-60 

This chapter describes the procedure for the video capture hardware and driver installation 
process and ViewPoint EyeTracker ® software installation.  

IMPORTANT: The display must be set to True Color (32 bit).  

4.1 Computer System Requirements  

This is the installation guide for ViewPoint PC60 that runs on the Windows XP, Vista and 
Windows 7 operating systems. As of version 2.8.4, we no longer officially support Windows NT, 
Windows 98, Windows ME, or Windows 2000. Windows 2000 may work if the latest service packs are 
loaded, however we do not support this. 

We do not currently support 64 BIT operating systems. 

* DELL computers models Optiplex and Dimension are not officially supported, because 
historically the system BIOS in these models did not release the IRQ necessary for real-time video 
capture. Some newer versions of these DELL models reportedly do not suffer from this problem, 
however we currently have no clear specification for distinguishing between the versions. Other DELL 
models do not have this problem.  

4.2 Video Requirements  

ViewPoint EyeTracker ® systems include a video camera and video capture device that 
provides 60 Hz eye movement monitoring. This is a closed system between the NTSC video camera 
and the NTSC video capture device so it can be used in countries that have PAL or other video 
standard without problem.  

The ViewPoint EyeTracker ® PC 60 version requires the special high performance PCI video 
capture board supplied by Arrington Research. It will not work with other video capture devices.  

4.3 Using with Third Party Video Input Equipment  

Video input may now include the PAL and SECAM standards, as well as the previously 
supported NTSC standard. To change the video input type for the EyeCamer, the user should use the 
monitor icon on the EyeCamera window > Video Standard > * to select the standard that 
corresponds to the type of video camera, videocassette recorder (VCR), etc., that is used.  

The selected video standard is stored in the preferences file and will be used as the default 
when ViewPoint is next run.  

 The SceneCamera video standard (signal standard) can now be changed using the following 
command: 
 
    scene_videoStandard <format> 
       where <format> is one of:  NTSC, PAL, SECAM 

The default setting is NTSC and this should not be modified unless third party video equipment is 
used that specifies a different video standard.  
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4.4 PCI Video Capture Card and Driver Installation  

Important: If you have had another BT848 video capture device previously installed, you must 
FIRST remove all of the video capture software and drivers from your computer. SECOND, after the 
driver software has been removed, physically remove the old video capture device from your computer 
before proceeding with the new frame grabber installation.  

Installing the New Frame Grabber 
1. Turn off the computer, and then disconnect the power cable.  
2. Remove the cover panel from your computer. If necessary, consult your computer 

system manual for instructions.  
3. Remember to discharge your body's static electricity by touching the metal area of the 

computer chassis.  
4. Select an empty PCI slot and remove the slot cover.  
5. Place the card into the slot, paying particular attention that the card is inserted correctly.  
6. Screw the card into place.  
7. Replace the cover panel.  
8. Reconnect the power cable and turn on the computer.  

Installing the New Driver 
 

Important: Disconnect from the any network or internet prior to installing the drivers. 
 

WINDOWS XP ONLY 
1. Insert the ViewPoint EyeTracker® CD-ROM into your CD-ROM drive. 
2. LŦ ǘƘŜ ²ƛƴŘƻǿǎ άCƻǳƴŘ bŜǿ IŀǊŘǿŀǊŜ ²ƛȊŀǊŘέ ŀǎƪǎ ȅƻǳ ƛŦ ȅƻǳ ǿƻǳƭŘ ƭƛƪŜ ǘƻ ŎƻƴƴŜŎǘ ǘƻ 
²ƛƴŘƻǿǎ ¦ǇŘŀǘŜ ǘƻ ǎŜŀǊŎƘ ŦƻǊ ǘƘŜ ŘǊƛǾŜǊǎ ǎŜƭŜŎǘ άbƻΣ ƴƻǘ ŀǘ ǘƘƛǎ ǘƛƳŜέ ŀƴŘ άbŜȄǘέΦ 

3. {ŜƭŜŎǘ άLƴǎǘŀƭƭ ǘƘŜ ǎƻŦǘǿŀǊŜ ŀǳǘƻƳŀǘƛŎŀƭƭȅέ ŀƴŘ άbŜȄǘέ 
4. !ǘ ǘƘŜ ƴŜȄǘ ŘƛŀƭƻƎǳŜ ōƻȄΣ ǿƛǘƘ ǘƘŜ ǘƻǇ ƭƛƴŜ ƛǘŜƳ ƘƛƎƘƭƛƎƘǘŜŘ ǎŜƭŜŎǘ άbŜȄǘέΦ 
5. !ǘ ǘƘŜ άƴƻǘ ŘƛƎƛǘŀƭƭȅ ǎƛƎƴŜŘέ ǿŀǊƴƛƴƎ ǎŜƭŜŎǘ ά/ƻƴǘƛƴǳŜ !ƴȅǿŀȅέΦ 
6. Select Finish 

NOTE: you will have to repeat the above steps for each input if you have a binocular or scene 
camera version of the eye tracker. 

 
Other WINDOWS Operating Systems 

1. LŦ ǘƘŜ ǳǇŘŀǘŜ ŘŜǾƛŎŜ ŘǊƛǾŜǊ ǿƛȊŀǊŘ ǎǘŀǊǘǎΣ ŎƭƛŎƪ ά/ŀƴŎŜƭέΦ 
2. Insert the ViewPoint EyeTracker® CD-ROM into your CD-ROM drive. 
3. Click Start.  
4. Click Run.  
5. Type the following: F:\driver\ lc1_2\english\disk1\setup.exe (If F is not the device letter of 

your CD-ROM drive, substitute with the correct drive letter).  
6. Click OK.  
7. Follow the onscreen instructions to complete installation.  
8. Restart your computer when instructed to. 
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Note 1: With Windows XP it may be necessary to let the ñInstall New Hardwareò wizard take care of 
the installation.  

Note 2: For the binocular option and scene camera options it will be necessary to run through the 
driver install routine for each input. You will be prompted to do this.  

Note 3: The video cable must be connected to the composite input number 1 of the frame grabber 
for monocular ViewPoint. Refer to Figure 4  

Note 4: The video cable must be connected to the composite input numbers 1 and 2 of the frame 
grabber for binocular ViewPoint. Refer to Figure 4 

Note 5: If a driver installation problem occurs, please see the device manager under sound, video 
and games controllers. Devices that are not correctly installed will usually have an exclamation mark 
next to them. If you see any video inputs marked as ñKWorldò devices, please contact us for a solution. 

The ViewPoint EyeTracker ® is delivered with one of the following PCI cards, depending upon 
the product that was ordered. The video channels are statically set as follows: 

Figure 5. Frame Grabber Connections  

 

 

Various cable options are available, but in general we try to adhere to the following color 
codes: 

 Yellow  --------------------- Eye_A Camera 
 
 Red   ----------------------- Eye_B Camera 
 
 White    ------------------ SceneCamera 
 
 Black   --------------------- Power (12 VDC, center positive) 
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4.5 ViewPoint EyeTracker® Software Installation  

Copy the ViewPoint folder from the CDROM to the hard drive of your computer. This folder is 
illustrated in Figure 6. This directory structure must be maintained for proper functioning of the 
software. T ViewPoint EyeTracker ® will not run without the VPX_InterApp.dll file. Please do not 
make illegal copies. You may start the program immediately by double clicking the icon of the 
ViewPoint.exe application program.   

 
Notes:  

1. if you purchased a PC-60 system then click on the ViewPointPC-60.exe, USB 220 users 
click on the Viewpoint USB-220.exe and GigE-60 users the Viewpoint GigE-60.exe.  

2. on Windows Vista you must run the application as an administrator to be able to use any 
of the movie playing and recording features. 

 

Figure 6. The ViewPoint EyeTracker
®

Folder  

 

4.6 ViewPoint License (.VPL) File  

The video capture board, IP Engine or USB camera (and optional hardware) contain serial 
numbers that must match the one of the numbers encrypted into your ViewPoint License (.VPL) file. 
This .vpl file is located in the folder named License folder inside the ViewPoint folder. The.vpl file also 
specifies where any options have been enabled. The .VPL file is named in the format YourName.vpl.  
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4.7 User Windows  

When the ViewPoint EyeTracker® program is started it displays several windows arranged as 
shown below.  

Figure 7. Start-up arrangement of the user windows  

 
Note: The normal window layout requires a display at least 1024 x 768. An extended layout is also 

provided for display screens with a resolution of at least 1280 x 1024. Select menu item: Windows > 

Arrange > Larger Layout 

To set up for multiple monitors you will need to install a second display card into your computer and 
consult the operating manual for your computer for configuration settings.  
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4.8  Menu Navigation  

The ViewPoint menu navigation system consists of various options, organized by function 
presented in a dropdown menu bar at the top of the ViewPoint application window. 

Figure 8. The ViewPoint EyeTracker® Menu Navigation Bar  

 

 
 
 

Menu Item Use this Menu to: 

File > Open, pause and close data files, 
Save and load sesttings files,  
Load Images and picture lists, and 
Print windows 

Windows > Open and close windows, specify window layout. 

Stimuli > Specify the type of stimuli to be used, 
Control the stimulus window settings, and 
Specify the Geometry Grid settings 

PenPlots > Hide or show PenPlots, and 
Specify PenPlot window settings 

Interface > Use the cursor control feature, and 
Use the Ethernet server or serial port interface. 

Binocular > Binocular EyeMovement Settings.  Dimmed if Binocular Option not 
purchased. 

Help > Access system configuration information, 
View license Holder information,  
Access the Documentation folder, and 
Link to the Arrington Research, Inc. web site 
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Table 4. Window function descriptions 

Window Function: 

EyeCamera: Displays the video image of the eye and image analysis graphics 

EyeSpace: Corresponds to the geometry of the EyeCamera image. This window displays an 
array of the relative locations of the pupil, glint, or difference vector, which were 
obtained during calibration. These provide information about calibration accuracy 
and allow rapid identification and correction of individual calibration errors by 
allowing manual recalibration of individual points or the ability to omit problem 
points. Refer to Chapter 7 

EyeSpace Miniature representation of the stimulus window to enable experiemener to 
monitor eye movement during recording. 

Controls: Allows the experimenter to adjust the image-analysis and gaze-mapping 
parameter settings and to specify the feedback information to be displayed in both 

the Stimulus window and the GazeSpaceϰ ǿƛƴŘƻǿΦ  

Eye tab: Eye Image quality adjustments and tracking method specification. 

Criteria tab: Specify smoothing and other criteria to apply to the data. 

Display tab: Specify information to be displayed in the Stimulus and GazeSpace 
windows. Also to specify information to be displayed in recorded SceneMovies for 
users with theSceneCamera option. 

Regions tab: Setup regions of interest (ROIs) and calibration regions. 

Scene tab: Adjust brightness, contrast, hue, saturation etc. of scene image (scene 
camera option only). 

3D tab: only for 3D-WorkSpace Option 

Record  tab: Quick and easy way to open, pause and close data files as well as 
insert markers. 

Status: Gives details about processing performance and measurements 

Stimulus: (what the subject views) that is designed to be presented full screen, preferably on 
ŀ ǎŜŎƻƴŘ ƳƻƴƛǘƻǊΦ ¦Ǉƻƴ ǿƘƛŎƘ Ƴŀȅ ōŜ ŘƛǎǇƭŀȅŜŘ ǘƘŜ ǎǳōƧŜŎǘΩǎ ŎŀƭŎǳƭŀǘŜŘ Ǉƻǎƛǘƛƻƴ-
of-gaze information and region of interest boxes. Refer to Chapter 10 

Penplot: Real-time plots of, for example: X and Y position of gaze, velocity, ocular torsion, 
pupil width, pupil aspect ratio etc. in real time. The user may select which penPlots 
to display using menu item PenPlot > *. The range of many of the penPlot displays 
can be adjusted by clicking the right mouse button in the PenPlot graph well.  
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4.9 Criteria  

ViewPoint provides several criteria for accepting or rejecting data. Using these wisely and 
judiciously can substantially improve the performance in many situations. These can help tag messy 
blink data so that it can be easily eliminated from post-hoc analysis. They can also improve real-time 
performance and help protect equipment; for example if a galvanometer is connected to the eye 
positions signals.  

 
These criteria can be divied into two categories: Feature Criteria and Movement Criteria. 

 

Table 5. Criteria 

Feature Criteria Movement Criteria 
¶ Pupil minimum width ¶ Drift 

¶ Pupil maximum width ¶ Saccade velocity threshold 

¶ Pupil aspect ratio ¶ Fixation minimum duration 

 

The new user should be able to proceed through the Quick Start sections in this manual without 
needing to adjust these criteria. However, it is important to understand them prior to undertaking 
data collection. 
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Chapter 5. Quick Start Section  

This chapter contains all of the information for a new user to get up and running with the 
system quickly and easily. For simplicity it assumes use of the dark pupil only method, however for 
normal subject testing the Glint-Pupil vector method may be more appropriate. Refer to Chapter 6 

5.1 Camera Positioning  

This section describes correct camera positioning. Refer to the correct set of instructions for 
your system.  The object in all cases is to obtain an image of the eye similar to that below in Figure 9 

Figure 9. EyeCamera Window  

 

 
 

 

 

5.1.1 QuickClamp Lipstick Style Camera Positioning 

Instructions for proper positioning of the LipStick style Camera & LED when using the 
QuickClamp hardware.  

1. Position the camera at 45 degrees below the line of sight of the subject (as they are 
viewed from the side), approximately 4-7cm from the eye.  

2. Position the LED so that it appears at the 11 o'clock position for the right eye and 2 
ƻΩŎƭƻŎƪ ŦƻǊ ǘƘŜ ƭŜŦǘ ŜȅŜΣ when looking at the camera lens, such that the top surface of the 
LED and the camera lens are along the same horizontal plane. This allows both the LED 
and the camera to simultaneously be as high as possible, while still not occluding the 
vision of the monitor.  
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3. Move the camera mount sideways, such that the LED is centered along the optical axis of 
the eye while the eye is looking in the center of the display. This will mean that the 
camera is slightly off axis (as viewed from above). In other words, if the subject looks 
straight down she should be looking at the LED, not at the camera lens. Movement 
between the head and the EyeCamera must be minimized, which is the purpose of the 
Arrington Research Precision Head Positioner and camera system.  

5.1.2 EyeFrame Camera Positioning 

1. Place the EyeFrame glasses on the subject. 
2. Use the collar clip to reduce cable weight and twisting. 
3. Tighten the strap to minimize movement on the head.  
4. Adjust the position of the EyeCamera to obtain an image of the eye where the pupil is in 

the center of the EyeCamera window when the subject is looking straight ahead, and the 
eyeball fills the maximum possible area as shown in Figure 7.  

5. Generally, the image of the eye should be such that the corners of the eye (the canthi) 
are at the horizontal edges of the camera window. The camera may be closer in if the 
gaze is not eccentric. 

6. The lenses on the EyeFrame eye camera can often be rotated manually by pinching the 
part of the lens extending from the housing. Otherwise use the two holes on the lens 
front surface. 

7. Defocus the camera so that the corneal glint is spread to about the size of an eighth (or 
more) that of the pupil. Besides making the glint larger, defocusing also effectively lowers 
the intensity of small bright extra reflections (by virtue of the point spread function). 
Defocusing may be achieved by rotating the camera lens or by adjusting the slide bar to 
move the camera closer or farther from the eye.  

5.1.3 Remote System Camera Positioning 

As remote systems are sold to accommodate varying operating setups, exact positioning of the 
camera and illuminator will also vary. Position both the camera and illuminator to achieve a well 
illuminated image of the eye that fills the whole EyeCamera window. 

5.2 Locating the pupil ɀ all systems 

The following steps are applicable to all systems. 

a. Adjust the camera so that the pupil is centered in the EyeCamera window as the subject 
looks at the center of the display and the eyeball fills the maximum possible area as shown in 
Figure 9 

b. Defocus the camera so that the corneal glint is spread to about the size of an eighth (or 
more) that of the pupil. Besides making the glint larger, defocusing also effectively lowers the 
intensity of small bright extra reflections (by virtue of the point spread function). Defocusing 
may be achieved by rotating the camera lens or by adjusting the slide bar to move the 
camera closer or farther from the eye. Generally, the image of the eye should be such that 
the corners of the eye (the canthi) are at the horizontal edges of the camera window.  
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Note that when de-focusing, it is preferable to move the focal plane farther away from the 
camera, rather than closer to it, because the latter will sharply focus on any dirt or debris that is on 
eye-glass lenses. 

 

c. The LED may produce a doughnut shape of illumination. If that is the case, adjust the LED so 
that the darker center of the doughnut is in the center of the camera image, this will put the 
brighter ring around the edges near where the canthi and lids are located. This doughnut 
may be more easily observed by placing the palm of the hand, or a piece of paper, at the 
location of the eye and then moving the LED slightly.  

ViewPoint systems are designed to produce a uniform diffuse IR illumination and you will not 
see this effect. 

 

d. If the video image is too dark or too bright you can adjust the contrast and brightness 
settings by adjusting the brightness and contrast sliders on the Controls window. When 
adjusting the brightness and contrast controls in ViewPoint, the general goal is to increase 
the range of gray levels as far as possible that is to DECREASE the contrast as much as 
possible, while MAXIMIZING the blackness of the pupil and the whiteness of the glint. 
However, the glint should be the only spot that is saturated to maximum brightness. 

e. Decrease the brightness until you obtain a pupil that is as black as possible and adjust the 
contrast so that the glint, and only the glint, is of maximum white.  

5.2.1 Corrective Lenses ( Eye Glasses )  

There are two main effects relating to the fact that the front and back surfaces of the lens will 
reflect light. First of all, the reflected light is wasted so that the illumination of the eye (light source 
path) and the image of the eye (light to camera) will be attenuated. Second the reflection from the 
illumination may be bounced back into the camera, which will be very bright and cause the auto-iris 
of the camera to produce a darker (and often varying brightness) image of the eye.  

If there is a problem with the front surface reflection of corrective lenses, try adjusting the 
angle of the lens relative to the camera-LED assembly. There are two ways to do this:  

Slightly tilt the corrective lenses by moving the earpiece so that it is near the auditory canal 
(hole in the ear) rather than resting on top of the ear; this is fairly easy for lightweight springy metal 
frames, but may not stay in place with heavier frames. 

Slightly move the camera so it is more than 45 degrees below the line of sight.  

5.3 Thresholding  ɀ all systems  

For simplicity and ease of use, keep the AutoImage and Positive Lock threshold tracking 
options checked. If you do need to adjust these manually, refer to Chapter 6.  

Note that the pupil scan area must be at least 50% of the EyeCamera image area for the 
AutoImage to function well. 
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Note: If your subject has a small pupil then you need to adjust the Scan Density to 5 

5.4 Calibration  

Refer to the section for your particular system. 

Try to use at least 9 calibration points, 16 points usually provides very good calibration.  

 

It is good practice to integrate slip-correction into your experiments. Choose a good center 
point and perform the slip correction at the working distance. 

 

5.4.1 Calibration ( Head Fixed and HMD Systems) 

For the HeadLock System,QuickClamp, Remote system, or other systems where you are fixing 

the head, position the monitor, on which the Stimulus window is to be displayed, so that when the 
subject is looking straight ahead, their position of gaze is approximately two thirds of the way up the 

monitor vertically and centered horizontally. The Stimulus window should be placed so that the 
subject can see it easily when positioned comfortably. This is best achieved using a second monitor 
and full screen stimulus display. Refer to Chapter 10. 

After successful thresholding as outlined in Section 4.3 follow the steps below:  

1. Warn the subject of the onset of the calibration stimuli to ensure successful calibration.  

2. Instruct the subject to look directly at the center of each stimulus until it converges to a 
point. The default is for the calibration stimulus points to appear in random order. 

3. Start the calibration by pressing the Auto-Calibrate button on the EyeSpace window. The 
warning ƳŜǎǎŀƎŜ άDŜǘ wŜŀŘȅέ ǿƛƭƭ ŀǇǇŜŀǊ ōǊƛŜŦƭȅ ƻƴ ǘƘŜ ǎŎǊŜŜƴ ǘƻ ŘǊŀǿ ǘƘŜ ǎǳōƧŜŎǘΩǎ 
attention to the start of the calibration process. This can be suppressed or the display time 

adjusted via the Advanced section in the EyeSpace window. 

4. During the calibration process, ensure the pupil is accurately located at all times by 
monitoring the green dots and the yellow oval, i.e., monitoring the image segmentation.  

5. Check the calibration by using the plot of the calibration data points in the EyeSpace 

window. Successful calibration will be indicated by a rectilinear and well-separated 
configuration of green dots corresponding to the locations of the pupil at the time of 
calibration point capture.  

6. Stray calibration data points can be identified and re-calibrated or omitted. The data point 
slider in the EyeSpace window allows the user to select stray calibration points to be 
recalibrated. The active data point is highlighted in the graphics well. Data points can also be 
selected with the mouse by left clicking the calibration point. 

7. Select the stray calibration point by left mouse clicking the point in the EyeSpace window.  

8. Instruct the subject to look at the center of the stimulus and represent the calibration point 
by pressing the re-present button in the EyeSpace window. The warning ƳŜǎǎŀƎŜ άDŜǘ 
wŜŀŘȅέ ǿƛƭƭ ŀǇǇŜŀǊ ōǊƛŜŦƭȅ ƻƴ ǘƘŜ ǎŎǊŜŜƴ ŀǘ ǘƘŜ ŎŀƭƛōǊŀǘƛƻƴ Ǉƻƛƴǘ ƭƻŎŀǘƛƻƴ ǘƻ ŘǊŀǿ ǘƘŜ ǎǳōƧŜŎǘΩǎ 
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attention to the re-presentation location. This can be suppressed or the display time adjusted 
via the Advanced section in the EyeSpace window. This exercise can be repeated with as 
many calibration data points as necessary. If the calibration points are not rectilinear, for 
example, there are lines crossing then complete re-calibration is necessary. 

9. If a particular point cannot be recalibrated, then select that point and press the Omit button. 

10. A quick check of calibration accuracy may be done by asking the subject to look at particular 
points on the stimulus and using the GazeSpace window to verifying that the gaze point 
matches up with the points looked at.  

5.4.2 Calibration (scene camera) 

Calibration is performed relative to the pixels of the CCD array, NOT the image content. This is 
analogous to calibrating relative to the CRT screen and NOT the image displayed on it. 

After ensuring successful eye image thresholding, perform the following calibration steps to 
provide position of gaze with respect to the scene camera image. 

 

1. Select menu item: Stimuli > View Source > Scene Camera. This will cause the scene camera to 
be displayed in the GazeSpace window. It also changes the calibration mode to snap and 
increment (refer to EyeSpace window advanced settings) and causes the calibration stimulus 
point array to be displayed in the GazeSpace window.  

2. Adjust the scene camera so that the center of the subjects straight ahead field of view is at 
the center of the image. 

3. If necessary, adjust the brightness and contrast of the scene camera image using the controls 
window scene tab. Reduce brightness such that overlays are visible. 

4. Ask the subject to stand or sit comfortably and to remain still for the duration of the 
calibration process. They should not look at the computer screen.  

5. Position a pen or your finger in front of the subject so that the tip appears inside the 
GazeSpace window in the active (blue) calibration circle. 

Note: For best accuracy try to calibrate at around the viewing distance that the subject will 
typically be working at. 

 

6. Ask the subject to move their eyes (keeping their head still so that the pen remains in the 
active calibration point) to look at the tip of your pen. 

7. When you are sure that they are looking at the point (ask for verbal confirmation) select the 
Re-Present button on the EyeSpace window. ¢ƘŜ ŀǎǘŜǊƛǎƪ ƻƴ ǘƘƛǎ ōǳǘǘƻƴ ƛƴŘƛŎŀǘŜǎ άǎƴŀǇέ 
ǇǊŜǎŜƴǘŀǘƛƻƴ ƳƻŘŜ ŀƴŘ ǘƘŜ ҌҌ ƛƴŘƛŎŀǘŜǎ άAuto-ƛƴŎǊŜƳŜƴǘέΦ The F8 key can be used as a 
shortcut key for this button (this is the default FKey command). 

8. Repeat steps 5-7 with each active calibration point until you have completed the set. 

9. Refer to the plot of the calibration data points in the EyeSpace window. Successful calibration 
will be indicated by a rectilinear and well-separated configuration of green dots 
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corresponding to the locations of the pupil at the time of calibration point capture. Uniform 
curvature of the field of dots is acceptable. 

10. Stray calibration data points can be identified and re-calibrated. Select the stray calibration 

point by left mouse clicking the point in the EyeSpace window. Alternatively the data point 

slider in the EyeSpace window allows the user to select stray calibration points to be 
recalibrated. The active data point is highlighted in the graphics well. 

11. Repeat steps 5-7 for the stray calibration point. This exercise can be repeated with as many 
calibration data points as necessary. If the calibration points are not rectilinear, for example, 
there are lines crossing, then complete re-calibration is necessary.  

12. A quick check of calibration accuracy may be done by asking the subject to look at particular 

points on the stimulus and using the GazeSpace window to verifying that the gaze point 
matches up with the points looked at.  

13. A consistent offset in position can be corrected using the slip-correction feature. Select a 
calibration data point in the middle of the group. Repeat steps 5-7 above but press the Slip-
Correction button instead of the re-Present button. This automatically adjusts the calibration 
to compensate for the measured slip in the X and Y planes.  

 

The line of sight of the scene-camera is not exactly the same as that of the eye. This will cause a 
slight constant offset if the calibration point distance is different from the distance of the gaze point. 
The Binocular version of the scene camera system includes automatic and manual correction for this 
parallax error.  

5.5 Stimuli  

5.5.1 Choosing the Type of Stimulus 

The ViewPoint EyeTracker can be used with a variety of types of visual stimulus environments, 
including (a) stimulus images presented in the ViewPoint Stimulus Window, (b) real world 
environments as would be viewed while walking about captured by the EyeFrame SceneCamera, or 
(c) interactive work on a computer display captured as a movie of screen snapshots. See menu item: 
Stimuli > View Source >  

You can also interface to third party applications e.g. stimulus presentation and experimental 
control programs, and virtual reality applications; however these are beyond the scope of this Quick 
Start Section. See Interfaces folder in the ViewPoint folder. 

The following sections describe setting up what stimulus environments and saving data in 
these environments. 

5.5.2 ViewPoint Stimulus Window 

Using ViewPoint in head fixed mode or with an HMD, you can present stimuli in the ViewPoint 
Stimulus window as follows: 

1. Present static BMP images and sequences of BMP images in the ViewPoint stimulus 
window. The position of gaze over the images is recorded Select menu item: Stimuli > 

View Source > ViewPoint stimulus window.  
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2. Stimulus movies: Future capability. 

5.5.3 Interactive Computer Display 

{ŎǊŜŜƴ aƻǾƛŜǎΥ ǘƘŜ ǎǳōƧŜŎǘΩǎ Ǉƻǎƛǘƛƻƴ ƻŦ ƎŀȊŜ ƛǎ ǊŜŎƻǊŘŜŘ ŀǎ ǘƘŜȅ ƛƴǘŜǊŀŎǘ ǿƛǘƘ ǘƘŜ ŎƻƳǇǳǘŜǊ 
display screen. A movie is recorded that can then be played back showing the position of gaze as the 
subject opens and closes windows etc. Select menu item: Stimuli > View Source > Interactive 

Computer Display.  

5.5.4 Scene Camera systems 

When the scene camera option is enabled, the user can select menu item: Stimuli > View 

Source > Head Mounted Scene Camera The stimulus is then the real world scene as the subject 
moves freely around. If the SceneCamera option is enabled, whenever a ViewPoint DatatFile is 
recorded, a SceneMovie will also be created. There are several options for the SceneMovie, including 
format, selection of overlay graphics, compression. ViewPoint synchronizes the SceneMovie with the 
DataFile by asynchronously inserting a TimeStamped frame number every time a movie frame is 
stored. This allows retrieving the corresponding SceneCamera frame image as the data from the 
DataFile is read. Several eye tracker data values can also stored inside the movie frame (currently this 
is limited to uncompressed movies). This allows the eye tracking data to be later extracted from the 
SceneMovie without reference to the DataFile. 

5.6 Data Collection ɀ All Systems 

Now that the system is calibrated, data can be collected.  

PC-60 and GigE-60 systems: You can select the required sampling rate using the monitor icon 
on the EyeCamera Window. This will bring raise a series of menu items.  Select Menu Item Mode >.  
( SetUp ï High Precision ï High Speed ). Important: Be sure to let the video mode stabilize for a 
few seconds, before clicking the button again. Refer also to Chapter 11 Data Collection. 

To start recording data to file: Select menu item: File > Data > New Data File. This will prompt 
you to create a new file in the directory Data. When data is being stored the Status window will 
show: DATA: OPEN ñdatafilename.txtò  

The menu item: File > Data > Unique Data File will create a new data file with a unique name 
to be opened without having to go through the File Dialog box.  

Recording can be paused at any time by selecting menu item: File > Data > Pause Data 

Capture. When data storage is paused the Status window will show: òPAUSEò. To stop recording, 
select menu item: File > Data > Close Data File. The Status window will indicate that the file is 
closed.  
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You can also use the Controls Window: Record tab for easy data collection controls.  See Figure 
10 

Figure 10. Controls Window: Record Tab 

 

 
 

 

For further information on data file formats refer to Chapter 11 Data Collection 

5.7 Recording Scene and Screen Movies  

5.7.1 Recorded Movie Format 

The default movie format is AVI 2.0. We recommend this format be used unless there is some 
good reason to do otherwise. Recording length is limited only by disk space.  

5.7.2 Display of Movie Data 

ViewPoint provides the user with two options for way the data is saved and displayed on the 
scene movie. Care must be taken to choose the one most suited to your needs. Menu Item: File > 

Data > Save Movie DataMode > 

Painted (default) 

When this option is selected, all the overlay graphics selected to be shown in the 
GazeSpace window are also permanently painted into the frame images of the movie. 
This is a very convenient way to make easily distributable movies with gaze position 
overlays. These overlays can not be removed. The user should take care to deselect 
overlay graphics, such as the calibration array, if they are not wanted as a permanent 
part of the movie. 
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1. Embedded 

When selected, several eye tracker data values are also stored inside the movie frame. 
This allows the eye tracking data to be later extracted from the SceneMovie without 
reference to the DataFile, and it allows the user to choose which data to overlay during 
the post-hoc analysis. Currently this is only available with no compression.  

5.7.3 Compression 

When recording AVI movies, the user can select to compress the movies if required. Select menu 
item: File > Data > SaveMovie Compression  

1. None (default) 
2. IV50  

IV50 is the fourcc code for Intel Indeo version 5.10 and higher codecs. This is currently 
the only compression codec offered. It was chosen for several reasons. First, because it is 
supposed to be available on all machines (relieving the user from the ordeal of selecting a 
suitable codec, searching for and installing codecs and getting involved with cumbersome 
codec licensing issues). Second, because it provides reasonable quality images without 
overwhelming CPU burden. 

 
Note: Digital movie creation and playing is not a fully mature area in computer science; as it 

evolves, so will with ViewPoint EyeTracker movie interface and format and compression options. 

 

5.8 Data Analysis 

5.8.1 Head fixed and HMD systems 

There are many options to view and analyze the data recorded, including. 

1. Real-time in the GazeSpace and PenPlot Windows.  

2. Using the Data Analysis program provided free, as is, with ViewPoint.  See separate 
PDF documentation. 

3. Post-hoc analysis of the ASCII data files using Excel, MATLAB, Mathmatica, etc.. 

5.8.2 Playing Scene and Screen Movies 

AVI movies with Painted Data, either Compressed or Uncompressed, can be easily distributed, 
downloaded, and played with with most any movie player software, including Microsoft Media 
Player. This is by far the simplest and easiest, and is therefore the default. 

AVI movies with or without Painted Data, either Compressed or Uncompressed, will be loaded 
automatically into the Data Analysis program ( see separate PDF documentation) when the 
corresponding data file is loaded. 

 
To play VPM movies you need to use the VPM_Viewer.exe program. This extracts the eyetracking 

data from the frames of the movie and provides the user with data display options. 
 
AVI without Painted data requires the associated ViewPoint Datafile for the eye tracking data.  
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The ViewPoint DataAnalysis program is currently provided as a beta version, without charge and 
AS IS; it may be useful, but ARI provides no official support for it. ( see separate PDF documentation) 

5.9 Frequently Used Settings  

You can create settings files and place them in the StartUp folder that is located in the folder 
ƴŀƳŜŘ άSettingsέ ǘƻ ǎǇŜŎƛŦȅ ŦǊŜǉǳŜƴǘƭȅ ǳǎŜŘ ǎŜǘǘƛƴƎǎΦ CƻǊ ŜȄŀƳǇƭŜΣ ȅƻǳ Ƴŀȅ ǿƛǎƘ ǘƻ ǎǇŜŎƛŦȅ 
brightness and contrast settings applicable for your subject population, or to have Binocular Mode 
automatically turned turned on. When ViewPoint is launched it loads in all of the .txt files in this 
folder, which can reduce setup time.  

5.10 Preferred Window Layout  

A preferred startup window layout can be saved using menu item: File > Settings > Save 

Window Layout. This can then be reloaded using the load settings menu item. Alternatively , place it 
in the StartUp Settings folder. 

5.11 Accelerator Keys  

Accelerator keys are used to make menu selections with the keyboard, rather than the mouse. 
The most current list can always be found within ViewPoint by selecting menu item: Help > Info, and 
{ƘƻǊǘ/ǳǘǎΦ ¢ƘŜ ŎƛǊŎǳƳŦƭŜȄ ŎƘŀǊŀŎǘŜǊ ΩϣΩ ǊŜǇǊŜǎŜƴǘǎ ǘƘŜ /ƻƴǘǊƻƭ ƪŜȅ ƘŜƭŘ Řƻǿƴ ŀǎ ŀ ƳƻŘƛŦƛŜǊ ƪŜȅΦ  

The user can associate an FKey with a CLI action. This is done via the CLI interface (see section 
13.23.1); for example: 

   FKey_cmd 11 dataFile_Pause 
   FKey_cmd 12 dataFile_Resume 

 These associations can be viewed in the Info panel: menu Help > Info > ShortCuts tab. Refer 
to 17.24 

5.12 Printing  

Many of the ViewPoint windows can be printed using menu item: File > Print > Χ ¢ƻ ƛƴŎƭǳŘŜ 
the current date and time on the prints, check menu item File > Print > DateTimeStamp Printoutsé
  

 Note: you may want to select Freeze before Print to prevent pull down menu occlusion. 
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Chapter 6. Locating the Pupil and Glint (all systems)  

Important: The ViewPoint software comes with two very powerful features that will 
automatically and continually provide the best setting for tracking each subject: 

 Video AutoImage: See the AutoImage check box located on the Controls Window  
Eye tab. When checked ViewPoint will automatically adjust the brightness and contrast 
values to optimal settings. Only the region within the pupil scan area is examined, so 
the pupil scan area rectangle must be of sufficient size for the algorithm to sample a 
range of gray levels, otherwise the algorithm will fail. 

 Positive-Lock Threshold Tracking: Positive Lock provides continuous automatic feature 
threshold adjustment. To activate this feature select Positive-Lock Threshold-

Tracking check box on the Controls Window Eye tab. Note: this only adjusts the pupil 
threshold; the glint threshold must be adjusted manually. 

It is highly recommened that the user works first with these features before making any 
manual adjustments. However, there will occasionally be situations and subjects that may require 
some manual intervention to provide the most successful tracking.  

The Controls window: EyeImage tab is shown below  
 

Figure 11. Controls Window: EyeA or B Tab  

 
 

This section explains the various parameters that can be adjusted and describes when and how 
to make them.  


